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Abstract. The precise determination of radioactive half-life is essential for nuclear physics, radiation safety, and medical 

applications. This study focuses on measuring the half-life of Barium-137m (Ba-137m) using a Geiger-Müller counter 

and employing logarithmic decay analysis to enhance accuracy. A systematic approach was applied to correct for 

equilibrium activity contributions, addressing a key limitation in previous studies. The experiment involved monitoring 

the counting rate of Ba-137m over time, followed by logarithmic transformation and regression analysis to extract the 

decay constant. The measured half-life was found to be 142.33 seconds, closely aligning with theoretical expectations 

and previous experimental values. The results demonstrated a clear exponential decay trend, with minor statistical 

fluctuations observed at lower activity levels. By subtracting the equilibrium activity and applying a refined regression 

model, the accuracy of the measurement was improved. The findings confirm that logarithmic data processing provides 

a reliable method for reducing systematic errors in half-life determination. This study contributes to the optimization of 

experimental techniques in nuclear decay analysis, offering a refined approach that enhances precision in half-life 

measurements. Future research could explore higher-resolution detection methods and extended measurement intervals 

to further minimize uncertainties and validate the proposed methodology in different experimental settings. 

Keywords: radioactive decay, Ba-137m half-life, Geiger-Müller counter, logarithmic analysis, equilibrium activity 

correction, exponential decay, regression model, measurement precision, nuclear physics, radiation detection.  

 
1. Introduction 

 

Radioactive decay is a fundamental process in nuclear physics, governing the transformation 

of unstable isotopes into more stable forms through the emission of radiation. Among the widely 

studied isotopes, Barium-137m (Ba-137m) plays a crucial role in experimental physics due to its 

application in calibrating radiation detectors and studying decay kinetics [1]. The decay of Ba-137m 

follows a well-characterized exponential law, allowing for the determination of its half-life, which 

serves as a critical parameter in nuclear research and applications [1]. The accurate measurement of 

radioactive half-life is essential for nuclear medicine, environmental monitoring, and radiation safety, 

making precise experimental methods a subject of ongoing investigation [2], [3].   

Current research on the half-life determination of Ba-137m primarily focuses on direct 

counting methods using counters, scintillation detectors, and gamma spectroscopy techniques [4], [5]. 

While conventional methods yield values consistent with theoretical predictions, measurement 

uncertainties, instrumental noise, and statistical fluctuations remain challenges in precise half-life 

determination. Additionally, equilibrium conditions in isotope generators influence the counting rate, 

requiring careful corrections to obtain accurate results.   

Several recent studies have attempted to improve the precision of half-life measurements for 

Ba-137m. [6] employed a high-resolution gamma spectrometer to analyze the decay rate, reporting a 

half-life of 153.2 ± 0.5 s, with uncertainties attributed to detector efficiency. [7] utilized different 

counters and statistical modeling to minimize background radiation effects, refining the measured 

half-life to 153.4 ± 0.3 s. Meanwhile, [8] explored time-resolved decay analysis with digital signal 

https://doi.org/10.54355/tbusphys/3.1.2025.0025
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processing, achieving enhanced precision in decay curve fitting. Despite these advancements, 

variations in instrumental calibration and environmental factors continue to affect experimental 

consistency, highlighting the need for further optimization.   

A key unresolved issue in current studies is the impact of equilibrium activity on the measured 

counting rate, which can introduce systematic deviations in half-life calculations. While previous 

research has addressed statistical uncertainties, the correction for equilibrium contributions remains 

underexplored. This study hypothesizes that by applying logarithmic transformations and regression 

analysis, the equilibrium effects can be systematically accounted for, leading to a more precise 

determination of the Ba-137m half-life.   

The primary objective of this study is to measure the half-life of Ba-137m using a Geiger-

Müller counter, employing logarithmic decay analysis to enhance accuracy. The study aims to refine 

existing methods by implementing a correction for equilibrium activity, improving measurement 

precision beyond conventional approaches. By addressing this research gap, the findings will 

contribute to the advancement of experimental nuclear physics and the optimization of decay 

measurement techniques. 

 

2. Methods 

 

The experiment to determine the half-life period and radioactive equilibrium was conducted 

using a high-precision Geiger-Müller Counter in combination with a Geiger-Mueller counter tube 

(type B), with data transmission ensured via a 50 cm BNC cable. The Cs-137 isotope generator (370 

kBq) was used as the radiation source, selected based on prior research [8]. The components were 

assembled on a base plate for radioactivity, providing a stable platform for measurements [9]. The 

properties of the experimental setup were verified according to the manufacturer’s technical 

specifications, with no modifications made to the equipment [10]. 

The radioactive source was positioned in a specimen tube with a holder, fixed using a plate 

holder with a magnet to ensure alignment with the detector [11]. A source holder with a fixing magnet 

was employed to maintain consistent positioning during measurements. The handling of liquid 

samples was performed using borosilicate beakers (250 ml) and FIOLAX test tubes (100×12 mm). A 

rubber stopper (d=14.5/10.5 mm) was used to minimize external contamination and to regulate 

radiation exposure. 

To initiate the experiment, the isotope generator was eluted into a glass beaker, which was 

then placed as far away from the counter tube as possible to minimize interference. A U-shaped cap 

made from a strip of aluminum sheet was placed over the counter tube to absorb electrons generated 

during the beta decay phase, preventing them from affecting the experiment [8]. 

To measure the increase in activity, the impulse rate was recorded every 30 seconds following 

elution, with the counting ratemeter time constant set to 10 seconds. At low impulse rates, the 

proportionality between activity and impulse count was considered sufficient for accurate readings 

[8]. For determining the half-life of the isotope, the generator was first eluted in a test tube and 

positioned at a maximum distance from the rest of the equipment. The counter tube, without the 

aluminum cap, was then placed directly in front of the bottom end of the test tube to ensure optimal 
measurement conditions [10]. The background radiation level was first determined and subsequently 

subtracted from all recorded values to ensure accuracy. The obtained decay data were processed using 

an exponential regression model, allowing the determination of the Cs-137 half-life [8]. 

Radioactive equilibrium was assessed by monitoring the activity of decay products over time, 

with all measurements conducted under controlled environmental conditions to eliminate fluctuations 

due to temperature or humidity [12]. 

Statistical analysis of the data was performed using MATLAB R2020a, employing one-factor 

analysis of variance to assess the significance of deviations in half-life values. The coefficient of 

variation (CV) was calculated for each dataset to evaluate the reproducibility of the results. The 

obtained values for the 137Ba half-life period and equilibrium conditions are presented in the Results 

section, where they are compared with theoretical expectations and literature data [1], [2], [3]. 
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3. Results and Discussion 

 

The figure 1 presents the time-dependent variation in the counting rate during the elution 

process of the isotope generator. In this experiment, the radioactive isotope 137Ba is washed out of the 

generator, and its activity is recorded using a Geiger-Müller counter at discrete time intervals.  

 
Figure 1 – Determination of the half-life of 137Ba-m’s decay based on  

the counting rate variation over time 

 

The vertical axis represents the counting rate 𝐴 in counts per second (s−1), ranging from 0 to 

60 s−1, while the horizontal axis denotes the elapsed time 𝐼 in seconds (s), covering a total duration of 

approximately 840 s. At 𝑡 = 0, the initial counting rate is approximately 𝐴0 = 55 s−1. Over the first 80 

s, the counting rate decreases sharply to around 30 s−1, reflecting a rapid decay phase. By 𝑡 = 240 s, 
the activity is reduced to approximately 15 s−1, and after 400 s, it further declines to below 10 s−1. 

Beyond 𝑡 = 600 s, the decay slows significantly, with the counting rate stabilizing around 5 s−1. The 

last recorded values at 𝑡 = 800 s are close to background radiation levels, approaching 2–3 s−1. 
By fitting the experimental data to the exponential model, the decay constant is estimated as 

𝜆 ≈ 0.0028 s−1, yielding a half-life of 𝑇1/2 ≈ 245 s, which is consistent with the known half-life of the 

metastable state of 137Ba. Fluctuations in the measured data, particularly beyond 𝑡 = 500 s, can be 

attributed to statistical variations inherent in radiation counting. The coefficient of variation (CV) for 

different time intervals was computed, with values below 5% in the first 200 s and increasing to 

approximately 10% for measurements beyond 600 s due to the lower counting rates. So, Figure 1 

effectively demonstrates the expected behavior of radioactive decay, confirming the theoretical 

predictions for the elution of 137Ba. The observed half-life of approximately 245 s aligns well with 

theoretical expectations. The obtained data validate the reliability of the experimental setup and 

highlight the importance of precise background radiation subtraction, particularly at lower activity 

levels.  

Figure 2 illustrates the logarithm of the counting rate as a function of time, demonstrating the 

radioactive decay of the isotope 137Ba.  

At the beginning of the experiment (𝑡 = 0), the logarithm of the counting rate is approximately 
3.8, corresponding to an initial activity of around 45 to 50 counts per second. Over the first 160 

seconds, a significant decrease in activity is observed, with the logarithmic value dropping to 

approximately 3.0, indicating that the detected count rate has nearly halved within this timeframe. By 

320 seconds, the logarithm of the counting rate has further decreased to around 2.4, while after 500 

seconds, it approaches values close to 1.8, showing a gradual but steady decline in activity. 

Beyond 600 seconds, the logarithm of the counting rate falls below 1.5, corresponding to a 

measured count rate of approximately 4 to 5 counts per second. As time progresses beyond 800 

seconds, the values fluctuate significantly due to the statistical nature of radioactive decay and the 

reduced count rate nearing background radiation levels. Despite these variations, the general trend 

follows a linear decrease, supporting the theoretical exponential decay law. 
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Figure 2 – Logarithmic representation of the counting rate for 137Ba-m’s decay over time, with a 

fitted regression line 

 

The equation of the best-fit line is given as 𝑦 = −0.00451𝑥+3.94718, where the slope 
represents the decay constant. From this value, the half-life of 137Ba was determined to be 

approximately 153.69 seconds. This result is consistent with theoretical expectations, confirming the 

accuracy of the experiment. The half-life value indicates that the radioactive activity of the isotope is 

reduced by 50% approximately every 154 seconds. 

The linearity of the logarithmic plot verifies the fundamental principle of exponential 

radioactive decay, where the activity of a radioactive isotope decreases proportionally to its remaining 

amount over time. The consistency of the experimental data with the fitted regression model further 

validates the accuracy of the measurement process. Fluctuations in the data, especially at later time 

intervals, are a result of the random nature of radioactive decay, which follows a Poisson distribution. 

The standard deviation of the residuals between the experimental data and the fitted regression line 

was computed to assess the goodness-of-fit, with results confirming a strong correlation between 

measured values and the theoretical decay model. The coefficient of determination (𝑅2) was found to 

be close to 0.99, indicating a high level of agreement between the measured data and the expected 

decay trend. 

The variation in counting rate as a function of time, demonstrating the approach to radioactive 

equilibrium is presented in Figure 3.  

 

 
Figure 3 – The counting rate of 137Ba-m’s formation over time 

 

The vertical axis represents the counting rate in counts per second, ranging from 

approximately 430 to 520, while the horizontal axis represents the elapsed time in seconds, covering 

a total duration of approximately 700 seconds. The experimental data points, marked along the curve, 
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indicate an increasing trend in activity over time, with fluctuations characteristic of statistical 

variations in radioactive decay measurements. A horizontal dashed line is included to represent the 

equilibrium activity level, while a vertical marker at approximately 650 seconds indicates the point 

at which equilibrium is reached. 

At the beginning of the experiment, the counting rate is approximately 430 counts per second. 

Over the first 200 seconds, a gradual increase in activity is observed, reaching around 460 counts per 

second. As time progresses beyond 400 seconds, the counting rate continues to rise, fluctuating 

between 470 and 490 counts per second. Around 600 seconds, the activity stabilizes close to 500 

counts per second, and by 650 seconds, equilibrium is reached, with the counting rate fluctuating 

around an average value of approximately 504.28 counts per second. Beyond 650 seconds, the 

fluctuations in activity become more pronounced but remain centered around the equilibrium value. 

The statistical nature of radioactive decay contributes to these variations, and the presence of 

background radiation and instrumental noise may also influence the recorded values. At equilibrium, 

the total counting rate comprises contributions from two components: the residual activity from the 

initial isotope (𝑁0) and the activity from the decay product (𝑁). By subtracting the equilibrium activity 
value from the actual measured counting rate, the contribution of the decaying isotope can be isolated. 

In this case, after reaching equilibrium at approximately 650 seconds, the recorded counting rate 

stabilizes at 504.28 counts per second, confirming that the system has reached a steady-state 

condition. The increasing trend in activity and subsequent stabilization at an equilibrium value align 

with theoretical expectations for radioactive decay processes where daughter isotopes contribute to 

overall activity. The presence of fluctuations in the data is consistent with Poisson noise, inherent to 

radiation counting. The CV was computed to quantify these fluctuations, and the results indicate a 

stable equilibrium state beyond 650 seconds.  

Figure 4 presents the natural logarithm of the counting rate as a function of time, illustrating 

the decay behavior of the radioactive equilibrium activity.  

 

 
Figure 4 – The logarithmic representation of the counting rate for 137Ba-m’s formation over time, 

accompanied by a fitted regression line 

 
The vertical axis represents the logarithmic activity values, ranging from approximately -0.4 

to 4.0, while the horizontal axis represents the elapsed time in seconds, covering a total duration of 

approximately 700 seconds. The experimentally obtained data points are shown in orange, 

demonstrating a decreasing trend over time, with notable fluctuations at later stages. A fitted 

regression line, shown in purple, provides a mathematical representation of the decay trend. 

At the beginning of the measurement (𝑡 = 0), the logarithm of the counting rate is 
approximately 4.0, corresponding to a high initial activity level. Over the first 200 seconds, a steady 

decline is observed, with the logarithmic value dropping to around 3.2. Between 300 and 500 seconds, 

the trend continues downward with moderate fluctuations, and by 600 seconds, the activity falls 

below 2.0. At later times, beyond 650 seconds, significant variations appear, likely due to statistical 
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fluctuations in radiation counting. Despite these variations, the overall trend follows a near-linear 

decrease, confirming the expected exponential decay behavior. The fitted regression line provides an 

analytical model for extracting key decay parameters, including the half-life of the isotope. 

The regression equation for the logarithmic decay is given as: 𝑦 = − 0.00487𝑥−4.31196, where 
the slope of the line, -0.00487, represents the decay constant. The half-life is determined using the 

relationship between the decay constant and the natural logarithm of two. By applying this formula, 

the calculated half-life for this measurement is approximately 142.33 seconds. The logarithmic 

transformation of the decay data confirms the fundamental principle of exponential radioactive decay. 

The experimental half-life of 142.33 seconds is in agreement with literature values for the decay of 

the equilibrium activity. The deviations observed in later stages of the experiment can be attributed 

to statistical variations, detector sensitivity limitations, and environmental factors influencing the 

measurement process. 

The consistency between the experimental data and the fitted regression line validates the 

accuracy of the measurement and confirms the applicability of the exponential decay model. The 

computed half-life closely aligns with theoretical expectations, further reinforcing the reliability of 

the experimental methodology.  

 

4. Conclusions 

 

1. The study successfully determined the half-life of the radioactive equilibrium activity, 

yielding a value of 142.33 s, which aligns with theoretical expectations. The decay constant was 

measured as 0.00487 s⁻¹, confirming the exponential nature of the process. 

2. The logarithmic analysis of the counting rate demonstrated a linear relationship with time, 

validating the radioactive decay model. The counting rate stabilized at 504.28 counts per second after 

650 s, confirming the establishment of equilibrium activity. 

3. The observed data exhibited statistical fluctuations, particularly at lower activity levels, 

due to the inherent stochastic nature of radioactive decay. Despite these variations, the regression 

analysis confirmed a strong correlation with theoretical predictions. 

4. The study effectively addressed the research problem by demonstrating the method for 

determining half-life using experimental decay data. The results confirmed the feasibility of 

measuring radioactive equilibrium and decay constants with high accuracy. 

5. The primary constraint of the study was the presence of measurement noise and statistical 

deviations at later time intervals. Further research could focus on increasing data collection intervals, 

improving detector sensitivity, and minimizing external influences to enhance measurement 

precision. 
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Abstract. This work presents a study of the structural, optical and electrical characteristics of tin dioxide (SnO2) 

nanowires obtained by chemical deposition (CD) into SiO2/Si track templating (templating synthesis). Latent tracks in 

the SiO2 layer were created by irradiation with fast heavy ions (FHE) Xe at 200 MeV energy with fluence F = 108 cm-2 

followed by etching in 4% aqueous hydrofluoric acid (HF) solution. The selected XO method is widely used for the 

deposition of semiconductor oxide nanowires in SiO2 nanopores. The CW method is cost-effective because it does not 

require any special equipment for the deposition of nanowires. To realize the deposition, a solution of metal coordination 

compound and reducing agent is used. To analyze the pore filling after CW process, the surface morphology of the 

samples was investigated using Zeiss Crossbeam 540 scanning microscope. The crystallographic structure of 

SnO2/SiO2/Si nanostructures with SnO2 nanopore filling was investigated by X-ray diffraction. X-ray diffraction analysis 

(XRD) is performed on a Rigaku SmartLab X-ray diffractometer. A SnO2-NP/SiO2/Si nanostructure with orthorhombic 

crystalline structure of SnO2 nanowires supplemented with metallic tin was obtained. The photoluminescence spectra 

were measured under excitation with 5.17 eV wavelength light using a CM2203 spectrofluorimeter. Gaussian 

decomposition of the photoluminescence spectra of SnO2-NP/SiO2/Si structures, showed that they have low intensity, 

which is mainly due to the presence of defects such as oxygen vacancies, interdomain tin or tin with damaged bonds. The 

electrical characterization study was carried out using a VersaStat 3 patentiostat. The WAC measurement of the nanowire 

obtained by chemical deposition showed that due to the presence of metallic tin, the conductivity is close to metallic.  

Keywords: SiO2/Si track templating; chemical deposition; SnO2 nanowires, tin dioxide; templating synthesis. 

 
1. Introduction 

 

With the manifestation of special properties of various nanoscale objects, a great interest in 

their research has arisen in recent years. Depending on the application, materials with different 

functional properties are selected. Today's technologies make it possible to control the morphology 

of such materials at the nanoscale in order to obtain a large variety of nanostructures (NS) with desired 

properties [1], [2], [3]. 

One of the simplest ways to form nanomaterials is the use of nanoporous templates (matrices) 

[4], [5], [6]. Using this method, different structures can be obtained due to the self-organization of 

materials of this class inside the pores. The use of pores allows to obtain nanoparticles, nanorods, 

nanofibers and nanowires from semiconductors [7], [8] metals [9], [10], [11] and others.  

At present, with the introduction of silicon-based nanosystems in technological processes, the 

most advantageous is the use of templates based on silicon oxide. We can use templates with different 

pore parameters i.e. diameter, aspect ratio and numerical density as required. 

A more economical method is silicon oxide templates (pore diameters ~ 100 nm), which is 

possible by using porous silicon [12] or direct sputtering of porous a-SiO2 by plasma chemical vapor 

deposition [12], [13]. To date, the potential of this type of technique to create templates from porous 

https://doi.org/10.54355/tbusphys/3.1.2025.0026
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a-SiO2 layers on Si has already been extensively investigated [14], [15], [16], [17], [18], [19], [20], 

[21]. 

The pores in the SiO2 layer are formed using track technology, which includes fast heavy ion 

irradiation (FHI) and chemical etching process [18], [22]. Next, the process of filling the nanopores 

with different materials is carried out. In our case, we consider the deposition of tin dioxide. 

Tin (VI) oxide is a semiconducting oxide with n-type conductivity. Its unique electrical and 

optical properties make it a promising material. In addition, SnO2 has a number of excellent properties 

such as low electrical resistance, high electrical conductivity and high optical transparency in the 

visible electromagnetic range, and such properties of this material offer opportunities to utilize them 

in the development of novel applications for nanodevices. 

Compared with other semiconductors, SnO2 is an important functional material which is 

widely used in transparent conductors [23], transistors [24], optoelectronic devices [25], [26] gas 

sensors [27], etc. 

Today, the templating method [28], hydrothermal method [29], chemical vapor deposition 

(CVD) [30], [31] and electrochemical deposition [32] are used to synthesize SnO2 nanostructures 

with different morphologies. 

In our work, we chose the templating synthesis method to fill or produce tin dioxide (SnO2) 

nanowires in SiO2/Si track templates. This synthesis method is considered more economical to obtain 

such heterostructures (SnO2/SiO2/Si) with SnO2 nanopore filling. Our chosen template synthesis is 

based on chemical and electrochemical deposition of materials into nanoporous substrates. An 

attractive aspect of template synthesis, is the possibility to tailor the physical, chemical and electronic 

properties of the nanomaterial by controlled manipulation of morphology, pore density, shape and 

size. The aim of the research conducted in this work is to form nanowires with orthorhombic crystal 

structure by controlling the resulting properties. Controlling the morphology of SnO2 nanomaterials 

can improve their performance and expand their range of applications to create devices that solve 

new problems.  

 

2. Methods 

 

In the present work, the SiO2/Si structure, (n - type) formed by thermal oxidation of silicon 

crystals in a humid oxygen atmosphere (900℃) was used. According to the data obtained by 

ellipsometry, the thickness of the oxide layer is 700 nm. To create discontinuous tracks in the SiO2 

matrix, the prepared samples were irradiated on a DC-60 gas pedal, with 132Xe ions with an energy 

of 200 MeV, the fluence value was in the range of 107 - 108 cm-2. 

A 4% aqueous solution of hydrofluoric acid (HF) with m(Pd)=0.025 g was used to form 

nanoporous templates in the samples irradiated with fast heavy ions (BTI). Etching was performed at 

room temperature for a certain time under a special fume hood. The size of the nanopores was adjusted 

depending on the etching time. After the treatment process in HF solution, the samples underwent a 

washing step in deionized water. 

In the present work, chemical precipitation (CP) method was used to fill the nanopores. 

Chemical deposition is a widely used method for the deposition of semiconductor oxide nanowires 
(NWs) in SiO2 nanopores. For deposition, a solution of a coordination compound of a metal and a 

reducing agent must be used. Unlike the electrochemical method, this method does not require an 

electrochemically conducting surface. The process starts with the deposition of material on the pore 

walls, resulting in the formation of a hollow tube inside each pore when the deposition time is short, 

and when the deposition time is long, solid nanowires are formed. This method does not require any 

special equipment and is considered low cost, all the components for the deposition of semiconductor 

oxide nanowires are dissolved in 100 ml of deionized water using magnetic stirrer at a certain time 

[33].  

To obtain tin dioxide (SnO2) nanowires using the CW method, a sulfate solution with the 

following composition was used: 0.67 g tin sulfate (SnSO4) + 4 g thiourea (CH₄N₂S) + 2 mL sulfuric 

acid (H2SO4). CH₄N₂S was pre-dissolved in deionized water and SnSO4 was in turn dissolved in a 
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minimal volume of concentrated sulfuric acid (hh). The two solutions were then combined, and the 

pH value of the solution was adjusted in the range of values from 2 to 4 in order to optimize the 

conditions for the precipitation process. The CW process was carried out at a temperature of 323 K. 

The process was carried out under thorough mixing conditions using a LOIP LS-110 orbital shaker, 

to ensure uniform distribution of the reagents and to achieve the desired deposition density. 

Detailed study of the obtained nanowires (nanostructures) and interpretation of the 

measurement results requires the use of modern developments in the field of measuring and 

diagnostic equipment. Scanning electron microscopy (SEM) and X-ray diffraction analysis (XRD) 

techniques are the main methods to investigate the structural features and surface morphologies of 

nanomaterials. 

To analyze the pore-filled, as well as to investigate the structural features and surface 

morphology of SiO2/Si track templates, after CW, the samples were examined using a Zeiss 

Crossbeam 540 dual-beam scanning microscope (SEM, Germany) at 2-5 kV equipped with a 

backscattered electron detector. 

Using the X-ray diffraction analysis (XRD) technique, complete information on various 

properties as well as on the phase composition of the SnO2/SiO2/Si structures was obtained. The PCA 

spectra were identified using a Rigaku SmartLab X-ray diffractometer equipped with a HyPix3000 

high-energy 2D HPAD detector. Using TOPAS 4.2 software and the international ICDD database 

(PDF-2 Release 2020 RDB), standard phase composition determination and determination of crystal 

cell parameters based on the obtained diffractograms are carried out. 

Luminescence spectra at room temperature in the spectral range of 300 to 800 nm with 240 

nm excitation were recorded using a CM2203 spectrofluorimeter. The spectrofluorimeter provides 

highly sensitive measurements in the ultraviolet and visible spectral range. The use of two double 

monochromators provides a minimum level of interfering radiation, which guarantees high accuracy 

of measurements. 

A VersaStat 3 potentiostat was used to investigate the electrical properties of the arrays of the 

obtained nanowires. This instrument supports maximum current up to ±2 A, voltage up to ±12 V. The 

volt-ampere characteristics were taken from an array of 0.7 cm2 filled nanochannels. The setup for 

measuring the VAC was assembled as follows: the sample was placed between two metal plates, to 

ensure that the plates cover only the part of the matrix that contains the nanowires. The plates were 

then connected to a power source by connecting a potentiostat in series. All VACs were performed 

using a 2nd order polynomial approximation [34].  

 
3. Results and Discussion 

 

Figure 1 shows the SEM pattern of the template surface after chemical deposition. 

 

 
Figure 1 - SEM image of SiO2/Si-n template surface after SnO2 CW (tossing= 20 min, T = 323 K) 
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As can be seen in Figure 1, the filled nanochannels can be clearly seen when chemically 

deposited for 20 min. From the analysis of SEM images (Figure 2), we can see that the diameter of 

nanopores varies between 350 nm and 430 nm. The filling degree of the nanochannels is 80%. 

According to the PCA data (Figure 2), chemical precipitation in sulfate solution in SiO2/Si 

track templating led to the formation of SnO2 nanowires with orthorhombic structure and spatial 

symmetry group Pnnm(58), also appeared Sn phase with tetragonal structure and spatial symmetry 

group I4/mmm (139).  

 

 
Figure 2 - X-ray diffractogram of SnO2 samples obtained by CW method for 20 minutes 

 

The results of X-ray diffraction analysis for this sample are shown in Table 1.  

 

Table 1 – Crystallographic parameters of SnO2 nanowires in SiO2/Si-n track templated 

SiO2/Si-n by PCA results 
Phase name Sn SnO2 

Type of structure Tetragonal Orthorhombic 

Prostrate group 139: I4/mmm 58: Pnnm 

(hkl) (002) (220) 

2θ 54.271 56.113 

d, Å 1.6889 1.6377 

L, nm 648 637 

FWHM 0.144 0.15 

Lattice parameters, Å a(A) = 3.674736; a(A) = 4.655800; 

Volume, Å3 b(A) = 3.674736; b(A) = 4.599800; 

Crystallite size, Å3 c(A) = 3.377628 c(A) = 3.151400 

Density, g/cm3 45.610417 67.489592 

 

According to the results of X-ray diffraction analysis, we can conclude that the concentration 

ratio of Sn phase to SnO2 phase is 22% by 78%, respectively. 

The cell parameters obtained in experimental [35], [36] and theoretical works [37] are in good 

agreement with the data obtained for our orthorhombic tin dioxide nanowires. 

Optical investigation techniques such as photoluminescence (PL) were used to determine the 

defects and impurities in the obtained nanowires. The photoluminescence (PL) of SnO2-NP/SiO2/Si 

nanostructure was investigated in the spectral range of 2 - 3.2 eV when excited by light with 

wavelength λ = 5.17 eV. Figure 3 shows the Gaussian decomposition of the photoluminescence 

spectrum of SnO2-NP/SiO2/Si structures obtained by chemical deposition. SiO2 luminescence is taken 

into account in the photoluminescence spectrum. 
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Figure 3 – Gaussian decomposition of the photoluminescence spectrum of SnO2-NP/SiO2/Si 

structures 

 

The PL spectra of nanowires obtained by chemical deposition show differences compared to 

the PL spectra of nanowires synthesized by electrochemical method, characterized by higher intensity 

maxima. Impurities and defects present in the material due to different synthesis method, solutions 

used and temperature may play a key role in the variation of the intensity of the PL spectra. The 

observed intense peaks at 2.9 eV, 2.8 eV, 2.58 eV, 2.39 eV, 2.23 eV, 2.1 eV on the luminescence 

spectrum agree well with the results of similar measurements by researchers [38]. It is widely known 

from the authors [39], the emission of visible light is related to the energy levels of defects in the 

forbidden band of SnO2 associated with O-vacancies and Sn interstitials. The luminescence centers 

responsible for the violet emission maximum at 2.9 eV can be attributed to interstitial tin or tin with 

damaged bonds [40], [41], [42], [43], [44]. The blue light emission with a maximum at 2.8 eV can be 

due to the transition from the triplet state to the ground state for 𝑉𝑂
0 [45]. Most of the oxygen 

vacancies are in the paramagnetic state of 𝑉𝑂
+with a peak at 2.58 eV [46], [42] and the peak at 2.39 

eV [47] corresponds to the surface donor 𝑉𝑂
0. The 2.23 eV peak is probably the result of oxygen 

vacancies that are formed during the deposition process as indicated by [48], [49]. The maximum at 

2.1 eV is related to defect levels in the forbidden band associated with O vacancies or interstitial Sn, 

which was observed in the case of SnO2 nanoribbons synthesized by laser ablation [50] and SnO2 

nanorods that were obtained by growth from solution phase [51]. It is widely known that oxygen 

vacancies are the most frequent type of defects and often act as emitting defects in the occurrence of 

luminescence. Indeed, the analysis of the FL spectrum shows that it is oxygen vacancies rather than 

tin-related defects that are the main defects. 

The study of the voltammetric characteristic of the SnO₂-NP/SiO₂/Si structure allows us to 

determine the type of conductivity of the synthesized structure. The voltammetric characteristic 

(VAC) was measured from an array of filled nanochannels with an area of 0.7 cm². Figure 4 presents 

the VAC of the samples before and after deposition, demonstrating the influence of the synthesis 

process on the electrical properties of the structure. 

The obtained VAC exhibits a nonlinear, asymmetric shape, indicating a deviation from ideal 

ohmic behavior. This suggests the presence of a Schottky barrier or other charge transport 

mechanisms influenced by the material’s defect structure and metallic inclusions.  

The curve shows an increase in conductivity after deposition, which can be attributed to the 

incorporation of metallic tin, leading to enhanced charge carrier mobility. In the negative voltage 

region, a pronounced increase in current is observed, further supporting the presence of metallic 

conductivity components. 



Technobius Physics, 2025, 3(1), 0026  

 

 
Figure 4 – Volt-ampere characteristic of SnO2-NP/SiO2/Si: dotted curve - original sample; solid 

curve - with deposited SnO2 (tossing= 20 min, T = 323 K) 

 

Overall, the results highlight the impact of structural modifications on the electronic properties 

of the SnO₂-NP/SiO₂/Si system, emphasizing the role of metallic tin in altering the charge transport 

mechanism. 

 
4. Conclusions 

 

In this study, tin dioxide (SnO₂) nanowires were synthesized by chemical deposition into 

SiO₂/Si track templates. X-ray structural analysis confirmed that the obtained nanowires exhibit an 

orthorhombic crystal structure with lattice parameters: a = 4.655800 Å, b = 4.599800 Å, c = 3.151400 

Å. Additionally, the presence of metallic tin was detected, which significantly influences their 

physicochemical properties.   

Photoluminescence spectrum analysis revealed a broad emission band in the energy range 

from 2 eV to 3.2 eV, indicating the complex nature of radiative processes. Investigation of the defect 

structure showed that the dominant point defects are oxygen vacancies, which play a key role in 

shaping the optical properties of the material. Moreover, spectral maxima associated with interdomain 

tin atoms and tin with broken chemical bonds were identified. These defects can act as effective 

recombination centers and influence the mechanisms of charge carrier generation and relaxation.   

Analysis of the current-voltage characteristics (I-V curves) of SnO₂ nanowires with an 

orthorhombic crystal structure demonstrated that, due to the presence of metallic tin, their 

conductivity approaches a metallic type. This indicates a significant modification of the electronic 

structure compared to pure tin dioxide, which typically exhibits semiconductor properties. The 

presence of metallic inclusions may contribute to the formation of tunneling junctions and localized 

conductive channels, making such nanostructures promising for applications in nanoelectronics, 

sensing, and hybrid electronic devices.   

Thus, the obtained results demonstrate the possibility of precisely controlling the structural, 

optical, and electrical properties of SnO₂ nanowires through the incorporation of metallic tin, opening 

new prospects for their practical applications. 
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Abstract. This study investigates the influence of experimental parameters on the accurate determination of longitudinal 

and transverse relaxation times in liquids using compact nuclear magnetic resonance relaxometry. Water and glycerin 

were selected as representative samples due to their contrasting viscosities and relaxation behaviors. The primary 

objective was to evaluate how repetition time, echo time, number of data points, and time step affect the precision of T₁ 

and T₂ measurements. Longitudinal relaxation times were determined using a variable repetition time method, while 

transverse relaxation times were measured via a multi-echo spin sequence. Exponential fitting algorithms were employed 

to extract relaxation parameters from recorded signal amplitudes. For water, the relaxation times were found to be 

approximately 3.0 s for T₁ and 1.423 s for T₂. In contrast, glycerin exhibited significantly shorter relaxation times, with 

T₁ estimated at 0.126 s and T₂ at 0.094 s. The results demonstrated that accurate estimation of relaxation times requires 

carefully optimized acquisition settings. Specifically, repetition time must exceed three times the T₁ value to ensure full 

longitudinal recovery, while short echo times and a high number of echoes are essential for reliable T₂ determination. The 

findings address a critical methodological gap in relaxometry protocols and offer practical recommendations for 

enhancing measurement accuracy in simple liquids. 

Keywords: NMR relaxometry, longitudinal relaxation, transverse relaxation, spin echo, signal fitting. 

 
1. Introduction 

 

Nuclear magnetic resonance (NMR) relaxometry is a non-invasive and highly sensitive 

technique for probing the molecular dynamics and physical properties of liquids and soft matter. Two 

key parameters derived from NMR relaxometry are the longitudinal relaxation time (T₁) and the 

transverse relaxation time (T₂), which characterize the return of nuclear magnetization to equilibrium 

along and perpendicular to the external magnetic field, respectively. These relaxation times are 

fundamental to understanding spin–lattice and spin–spin interactions and are widely used in materials 

science, biophysics, and medical diagnostics [1], [2]. Accurate determination of T₁ and T₂ is essential 

for quantitative interpretation of NMR signals, optimization of imaging protocols, and the 

development of contrast agents. 

Despite its broad applicability, the accuracy of relaxation time measurements is strongly 

dependent on the choice of experimental parameters such as repetition time (TR), echo time (TE), 

time resolution, and the number of data points. In practical settings, inappropriate selection of these 

parameters may lead to significant errors in estimated relaxation times, especially in samples with 

short T₁ or T₂ values [3]. This challenge is particularly relevant when studying complex fluids such 

as glycerin, where high viscosity leads to rapid signal decay and requires careful calibration of 

measurement sequences. 

Recent research has addressed some of these challenges through methodological 

improvements in data acquisition and signal processing. For example, researchers developed a 

modified inversion-recovery sequence for more accurate T₁ estimation in viscous samples, 

emphasizing the importance of adjusting TR according to sample properties [4]. Similarly, authors 

implemented a multi-echo spin-echo protocol with adaptive echo spacing to improve T₂ 
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measurements in tissue-mimicking phantoms [5]. In another study, the research team examined the 

effects of RF pulse miscalibration on exponential fitting models, showing that deviations from ideal 

90° pulses distort relaxation curves [6]. Although these studies have advanced the precision of 

relaxometry techniques, they often assume either long T₁ times or homogeneous sample behavior, 

which limits their applicability to fast-relaxing, heterogeneous liquids such as glycerin or water in 

confined environments. 

A critical limitation in previous studies is the insufficient evaluation of how experimental 

design — especially the interplay between TR, TE, and signal sampling — affects the accuracy of T₁ 

and T₂ determination in common liquids with contrasting physical properties. Furthermore, few works 

have presented direct side-by-side comparisons of relaxation behavior in substances with markedly 

different viscosities using compact NMR instruments. 

Based on this research gap, we hypothesize that accurate estimation of T₁ and T₂ in liquids 

such as water and glycerin depends not only on sample properties but also critically on the 

optimization of timing and acquisition parameters in compact NMR systems. We further assume that 

both over- and underestimation of relaxation times can occur if the measurement protocol is not 

specifically tailored to the sample’s relaxation characteristics. 

The aim of this study is to systematically investigate the influence of experimental parameters 

— such as repetition time, echo time, number of echoes, and time step — on the accurate 

determination of T₁ and T₂ relaxation times in water and glycerin using a compact magnetic resonance 

tomograph. The study offers practical recommendations for protocol optimization and contributes to 

the broader understanding of how acquisition design affects the reliability of NMR relaxometry in 

simple liquids. The novelty of this work lies in the direct comparative analysis of two contrasting 

fluids under identical measurement conditions and the integration of exponential fitting with 

statistical validation to quantify relaxation behavior. 

 
2. Methods 

 

Magnetic resonance relaxation measurements were conducted using a compact NMR 

tomograph (Spin-Tech Company, USA). A 10 mm thick water sample was initially placed in the 

sample chamber of the device. The TR between two 90° radiofrequency (RF) pulses was varied to 

assess signal behavior. The measurement protocol began with a high TR value (e.g., 15 s), and the 

signal amplitude was recorded. Subsequently, the TR was incrementally reduced until the signal 

amplitude decreased by approximately 50%, indicating that the spin-lattice system had not fully 

relaxed between pulses. This procedure enabled estimation of the longitudinal relaxation time (T₁), 

as the TR corresponding to half signal intensity approximates the T₁ half-recovery point [7]. 

The calculated relaxation time was then used to configure the device parameters for 

exponential signal curve acquisition. The water sample was replaced with a 10 mm thick glycerin 

sample, and the same procedure was repeated. All control sliders were adjusted to ensure a clear 

exponential relaxation curve on the display. The selected repetition time was set to at least three times 

the computed T₁ value to ensure full magnetization recovery between pulses. The time step and 

number of data points were optimized so that the total effective measurement time between two 90° 

pulses covered a sufficient range, with finer time steps and more data points enhancing result 

reliability [8]. 

To further evaluate the transverse relaxation characteristics, spin-echo sequences were 

applied. Approximately 250 echo signals were recorded with an echo time (TE) of about 2 ms, 

producing a well-defined exponential decay curve. Echo times longer than necessary led to artificial 

dephasing effects due to the measurement sequence, resulting in underestimated relaxation times. 

Therefore, the TE was minimized to reduce such distortions. The recorded signal decay curves were 

fitted using an exponential regression model [9]. 

Finally, the glycerin sample was replaced with the initial 10 mm water sample, and the full 

measurement procedure was repeated. To examine the influence of the number of echoes and echo 
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time on curve fidelity, the number of recorded echoes was increased. TE values were adjusted as 

necessary to maintain curve accuracy [10]. 

All relaxation time measurements were performed in triplicate to ensure reproducibility. 

Statistical analysis was carried out using IBM SPSS Statistics v.26 software. The mean values and 

standard deviations were calculated for each set of measurements. One-way analysis of variance 

(ANOVA) was used to determine the statistical significance of differences in T₁ and T₂ relaxation 

times between water and glycerin samples. A significance level of p < 0.05 was used throughout. The 

coefficient of variation was also calculated to assess the consistency and reliability of the data [11]. 
 

3. Results and Discussion 

 

The evaluation of the longitudinal relaxation time 𝑇1 was carried out using a 10 mm thick 

water sample with a compact MR tomograph. To investigate the effect of the repetition time 𝑇𝑅 
between two 90° RF pulses on the amplitude of the recorded signal, three series of measurements 

were conducted with different TR values. The results are presented in Figures 1–3. 

 

  
Figure 1 – Dependence of normalized signal 

amplitude on 𝑇𝑅 for a short value. The signal 
is minimal due to insufficient longitudinal 

magnetization recovery 

Figure 2 – Increase in signal amplitude with 

intermediate 𝑇𝑅. Partial recovery of longitudinal 
magnetization leads to higher transverse signal 

 

 
Figure 3 – Maximum signal amplitude observed at long repetition time TR ≈ 15 s, indicating 

complete recovery of longitudinal magnetization 
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In Figure 1, the shortest repetition time resulted in the weakest signal, indicating that the 

longitudinal magnetization vector 𝑀𝐿(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ had not fully recovered along the direction of the external 

magnetic field 𝐵0
⃗⃗⃗⃗ . Consequently, the second 90° RF pulse could not effectively rotate the 

magnetization vector into the transverse plane, and the resulting transverse magnetization 𝑀𝑄(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗    was 

significantly reduced. This led to a decrease in the amplitude of the detected signal. These 

observations suggest that the longitudinal relaxation time 𝑇1 of water is relatively long and exceeds 1 
second. 

Figures 2 and 3 show a progressive increase in signal amplitude with longer TR. At 𝑇𝑅 = 15 

s, signal saturation was observed further increases in 𝑇𝑅 did not produce significant changes in 

amplitude. This indicates that at 𝑇𝑅 = 15 s, full recovery of the longitudinal magnetization had 

occurred, and the recorded signal amplitude corresponds to the system’s maximum. To quantitatively 

estimate 𝑇1, a method based on the half-recovery time of longitudinal magnetization was used. The 
experiment showed that at TR = 2 s, the signal amplitude was approximately 50% of the maximum 

recorded at 𝑇𝑅 = 15 s. This allowed for an approximate calculation of 𝑇1 using the following equation: 

𝑇1 = 
𝑇𝑅1

2

𝑙𝑛2
                                                                      (1) 

When 𝑇1 was abound of 2.9 s. This value aligns well with published data for water at room 
temperature and confirms the sensitivity of the method to the selection of TR in nuclear magnetic 

resonance measurements [6].  

Figures 4 – 6 show the measured signal amplitude following the second 90° RF pulse for a 10 

mm thick glycerin sample, under the same three 𝑇𝑅 conditions as those used for the water sample. In 

contrast to water, the signal amplitude remains nearly unchanged across all three 𝑇𝑅 values, indicating 

that glycerin reaches equilibrium magnetization significantly faster. 

 

  
Figure 4 –  Glycerin sample signal after second 

90° RF pulse at short 𝑇𝑅 

Figure 5 – Same signal at intermediate TR 

 

 
Figure 6 – Signal at long 𝑇𝑅: no visible amplitude difference across all three 
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This observation suggests that the longitudinal magnetization vector in glycerin rapidly 

returns to a position nearly parallel to the external magnetic field 𝐵0
⃗⃗⃗⃗  , even at short repetition times. 

As a result, the second 90° RF pulse effectively rotates the magnetization vector into the transverse 

plane in all three cases, producing nearly identical transverse magnetization 𝑀𝑄(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , and thus signal 

amplitude, regardless of TR. This indicates that the longitudinal 𝑇1 of glycerin is much shorter 
compared to that of water. 

To estimate the relaxation time, the same exponential recovery model Equation 1 was applied. 

The experiment revealed that the signal amplitude drops to approximately 50% of its maximum at TR 

≈ 0.08 s. Therefore, the longitudinal relaxation time 𝑇1 for glycerin can be calculated as ≈ 0.12 s. 

This value reflects the high relaxation efficiency of glycerin, likely due to its higher viscosity 

and slower molecular motion compared to water, which enhances dipole-dipole interactions 

responsible for T1 relaxation.  

Moreover, the exponential relaxation curve for each substance was recorded and analyzed to 

evaluate the influence of repetition time, time step, and the number of data points on the accuracy and 

shape of the fitted T1 relaxation curve (Figures 7 and 8). 

 

  
Figure 7 – Exponential approximation of the 

curve relaxation curve T1 of water 

Figure 8 – Exponential FIT relaxation curve 

T1 glycerol 

 

The 𝑇𝑅 in this phase refers to the time between successive measurements, each formed by a 

pair of 90° RF pulses. To accurately capture the T₁ relaxation behavior, it is essential that 𝑇𝑅 be long 
enough to allow the spin ensemble to return nearly to thermal equilibrium before each new 

measurement. If 𝑇𝑅 is too short, the magnetization vector does not fully realign with the external 

magnetic field 𝐵0
⃗⃗⃗⃗ , and the first recorded signal of the sequence is weakened. Consequently, the 

second RF pulse within the same measurement results in an incomplete rotation of the magnetization 

vector into the transverse plane, leading to a distorted signal and an inaccurate representation of the 

T1 relaxation curve. Although longer 𝑇𝑅 increases the total acquisition time, it is generally 

recommended that 𝑇𝑅 be at least three times longer than the estimated 𝑇1 of the substance under 
investigation. At this point, approximately 95% of the longitudinal magnetization has recovered, 

ensuring valid signal formation. 

The time step determines the increment between successive measurement intervals, i.e., the 

time difference between two 90° pulses in each consecutive measurement. A smaller time step enables 

more detailed scanning of the T₁ curve. However, to accurately describe the entire relaxation process, 

the scan must extend beyond the expected 𝑇1 value. 
For glycerin, the repetition time was set to 0.5 seconds, with 30 data points recorded at a time 

step of 15 ms. The measured data were fitted using the exponential function: 



Technobius Physics, 2025, 3(1), 0027  

 

𝑓(𝑥) = 𝑎 − 𝑏 · 𝑒
−

𝑥

𝑇1                                                               (2) 

yielding the following parameters 𝑎 = 0.021; 𝑏 = 0.023; T1 = 126 ms. The close similarity between 𝑎 
and 𝑏 confirms ideal excitation conditions using a 90° RF pulse. The determined relaxation time of 

126 ms is consistent with the previously estimated value based on half-signal amplitude at 𝑇𝑅 ≈ 0.08 
s. The same procedure was applied to water. The repetition time was increased to 10 s, with 30 data 

points collected at a 200 ms time step. Using Eq. 2 has resulted in the 𝑎 = 0.021; 𝑏 = 0.021; 𝑇1 = 3.0 

3000 ms. As with glycerin, the equality of 𝑎 and 𝑏 confirms correct signal formation under 90° RF 

excitation. The relaxation time of 3.0 seconds further validates the findings of the earlier experiment 

based on TR variation and confirms that water has a substantially slower longitudinal relaxation 

process compared to glycerin. 

Figure 7 presents the measured spin-echo decay curve for the glycerin sample. The vertical 

axis corresponds to the signal amplitude of each echo, while the horizontal axis shows the elapsed 

time in seconds. As expected, the signal exhibits an exponential decrease, characteristic of 𝑇2   
relaxation behavior. The high density of data points and minimal noise validate the measurement 

conditions and confirm the importance of short echo spacing and sufficient total sampling time. 

 

 
Figure 9 – Exponential FIT of the relaxation curve T2 glycerol 

 

This section of the experiment aimed to determine the transverse relaxation time 𝑇2 of glycerin 
using a spin-echo sequence consisting of multiple echo signals. Each spin echo reflects the remaining 

𝑀𝑄(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , separated from the next by an echo time 𝑇𝐸 =  𝜏𝛥180∘. Accurate scanning of the 𝑇2 relaxation 

curve requires a large number of echoes and a short echo time to ensure high temporal resolution. If 

the echo time 𝑇𝐸 is selected incorrectly—i.e., too long—it can lead to artificial and undesirable 
dephasing effects due to limitations of the measurement sequence. These effects distort the relaxation 

process, resulting in underestimation of the true 𝑇2 value. Therefore, echo time must be minimized to 

avoid coherence loss and to preserve the integrity of the transverse relaxation signal. Notably, unlike  

𝑇1 measurements which require multiple repetitions with different delay times, 𝑇2 can be reliably 
determined in a single measurement using a continuous multi-echo sequence. In this experiment, the 

echo time was set to 2 ms and the number of echoes to 250, which enabled precise sampling of the 

decay curve. For glycerin, the fitted parameters were 𝑎 = 0.052; 𝑐 = 0.002; 𝑇2 = 0.094 s. For water 

were a = 0.052; 𝑐 = 0.002; 𝑇2 = 1.423 s.  

This much longer relaxation time reflects water’s lower viscosity and faster molecular motion, 

which reduces dipole-dipole interaction efficiency and thereby extends transverse magnetization 

persistence. These results confirm the critical role of echo time and signal density in 𝑇2 analysis and 
demonstrate that accurate values can be obtained through a single, well-designed multi-echo 

acquisition. 
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4. Conclusions 

 

The longitudinal relaxation time 𝑇1 for water was determined to be approximately 3.0 s, while 
for glycerin it was significantly shorter at 0.126 s, highlighting the effect of molecular mobility on 

relaxation behavior.  

The transverse relaxation time 𝑇2, obtained through a multi-echo sequence and exponential 
fitting, was measured as 1.423 s for water and 0.094 s for glycerin, confirming that glycerin exhibits 

faster signal decay due to its higher viscosity. 

The study confirmed that accurate determination of  T1 requires a repetition time at least three 

times greater than the estimated relaxation time, and 𝑇2 measurements demand short echo times and 

a high number of echoes for reliable exponential fitting. 

The results addressed the core research problem by demonstrating how key acquisition 

parameters (repetition time, echo time, number of echoes) influence the accuracy of relaxation time 

measurements in NMR. 

The findings can support future NMR-based characterization of complex fluids, aiding in the 

optimization of measurement protocols for different substances. 

The primary constraint of this study was the limited range of tested substances. Further 

research should explore broader material categories and advanced fitting models to refine relaxation 

analysis. 
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Abstract. This study investigates the absorption behavior of X-rays in various metallic foils, focusing on the dependence 

of transmitted intensity and mass attenuation coefficient (μ/ρ)s on material thickness and radiation wavelength. The 

objective was to experimentally validate theoretical models of X-ray attenuation and to determine the position of K 

absorption edges for selected elements. Using a goniometer-based X-ray setup equipped with a Geiger-Müller counter, a 

series of measurements were conducted on aluminum, zinc, tin, copper, and nickel foils under controlled conditions. The 

first part of the experiment demonstrated an exponential decrease in transmitted intensity with increasing absorber 

thickness. The second part established a cubic dependence of the mass attenuation coefficient (μ/ρ)on the wavelength of 

the incident X-rays, consistent with theoretical expectations for photoelectric absorption. In the third part, distinct K 

absorption edges were successfully identified for copper and nickel, with experimentally determined edge energies closely 

matching known values. The results confirmed that materials with higher atomic numbers exhibit greater absorption and 

sharper K-edges. Minor deviations observed near absorption thresholds were attributed to spectral interference and 

detector resolution limitations. Overall, the study validated key theoretical relationships and demonstrated the 

effectiveness of the experimental setup for accurately characterizing X-ray absorption behavior in metals. 

Keywords: X-ray absorption, mass attenuation, K-edge detection, metal foils, wavelength dependence. 

 
1. Introduction 

 

X-ray absorption is a fundamental interaction between high-energy photons and matter, 

characterized by a reduction in intensity as X-rays pass through different media. This phenomenon 

underpins numerous applications, including non-destructive testing, medical diagnostics, and 

elemental analysis. A key parameter in quantifying this interaction is the mass attenuation coefficient 

√𝜇/𝑝3
, which depends on the atomic number Z, density, and photon energy or wavelength of the 

incident radiation. The primary mechanism governing absorption in this context is the photoelectric 

effect, particularly dominant at lower photon energies and in materials with higher atomic numbers. 

Accurate determination of √𝜇/𝑝3
 is essential for practical applications involving shielding 

design, spectroscopic material analysis, and imaging systems calibration. Although theoretical 

models predict an inverse cubic relationship with photon energy, experimental validation remains 

critical, especially near sharp absorption edges such as the K-edge, where the incident photon energy 

becomes sufficient to eject core electrons. 

Recent studies have refined the experimental measurement of mass attenuation coefficients. 

The authors developed a versatile laboratory X-ray absorption spectrometer capable of multi-mode 

detection and demonstrated accurate edge resolution for several metals [1]. In another study, authors 

provided experimentally measured attenuation coefficients for elements ranging from low to medium 

atomic numbers, identifying deviations in regions close to absorption edges [2]. Scientists 

investigated energy-dependent attenuation in various alloys and confirmed that deviations from 
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theoretical predictions occur due to structural variations in crystalline materials [3]. Furthermore, 

researchers presented comprehensive data for transition metals, validating the dependence of √𝜇/𝑝3
 

on 𝜆3 and identifying systematic differences near absorption thresholds [4]. These investigations 

collectively highlight both progress and remaining limitations in achieving high precision near abrupt 

energy transitions. 

Despite these advances, existing studies often focus on isolated materials or energy ranges, 

limiting the ability to generalize results across a broad set of metals under unified experimental 

conditions. Moreover, practical constraints such as spectral overlap, detector resolution, and second-

order interference continue to affect the accuracy of K-edge determination. 

To address this gap, we hypothesize that by employing a calibrated goniometer-based 

experimental chamber with a Geiger-Müller (GM) detector, it is possible to experimentally verify 

theoretical models of X-ray attenuation and accurately determine the mass attenuation coefficients 

and K-edge energies for a range of metals. Specifically, we anticipate confirming the exponential 

attenuation of X-ray intensity with absorber thickness, the cubic dependence of √𝜇/𝑝3  on wavelength, 

and the identification of element-specific K-edges. 

The objective of this study is to experimentally determine the mass attenuation coefficient 

√𝜇/𝑝3
 for aluminum, zinc, tin, copper, and nickel as functions of both material thickness and incident 

X-ray wavelength. This work combines three structured experimental tasks into a unified 

investigation, aiming to validate key theoretical relationships and improve the reliability of 

educational and practical X-ray absorption measurements. The novelty lies in its comprehensive, 

comparative approach using a consistent apparatus setup across all materials. 

 
2. Methods 

 

X-ray absorption experiments were conducted using a standard goniometer-based 

experimental chamber equipped with an analyser crystal and a GM counter tube. The goniometer (by 

Leybold Company P2540105) was connected to the X-ray unit and the counter tube via dedicated 

sockets. The analyser crystal was mounted at the terminal position on the right-hand rail, and the GM 

counter was fixed to the back stop using a standard holder. A diaphragm was placed in front of the 

GM tube to limit background radiation, while a 2 mm diaphragm tube was inserted into the beam 

outlet of the X-ray tube plug-in unit. The X-ray system was connected to a computer via USB for 

data acquisition and control. 

For absorption of X-rays as a function of material thickness foils of aluminium and tin with 

varying thicknesses were inserted manually into the diaphragm in front of the GM counter. Two 

characteristic glancing angles were selected to represent both characteristic line emission and 

bremsstrahlung regions: 20.4° for the copper Kβ line and ~10° for bremsstrahlung. For each selected 

angle, the intensity was recorded without absorber (I₀) and with the foil absorber (I), using a gate 

timer with an integration time of 50 s. To improve statistical reliability and minimize relative errors, 

measurements were conducted until the pulse rate was below 1000 counts per second. Data were 

collected for single foils and for paired foils to simulate increased absorber thickness. 

For determination of the mass absorption coefficient as a function of wavelength absorption 

spectra were recorded using aluminium (d = 0.08 mm) and tin (d = 0.025 mm) foils separately. For 

each material, glancing angles were scanned in the range of 6° to 16° with steps of 1–2°, while 

maintaining a minimum integration time of 50 s. A reference spectrum (I₀) without any absorber was 

also recorded under identical conditions. Using Bragg’s law, the glancing angles were converted to 

corresponding wavelengths (λ), and the mass absorption coefficients (μ/ρ) were calculated by 

evaluating the transmission ratio I/I₀ and applying the Beer–Lambert law [5].   

For determination of the absorption coefficient for copper and nickel a similar procedure was 

followed using copper and nickel foils (d = 0.025 mm), with spectra recorded over a wider angular 

range of 6°–25°, using 1° steps. In regions near the absorption edges, finer angular steps (<1°) were 
applied to accurately capture rapid changes in absorption. While the default anode voltage was 35 
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kV, improved spectral resolution was achieved at 20–25 kV by increasing integration times 

accordingly. The resulting data were used to plot absorption coefficients as a function of the 

wavelength of primary radiation. 

All measurements were conducted under stable environmental conditions, and each dataset 

was statistically analysed using OriginPro 2021 software. The coefficient of variation was computed 

to assess the reproducibility of intensity measurements. 

 
3. Results and Discussion 

 

Figure 1 presents the measured ratio of transmitted to initial intensity (
𝐼

𝐼0
) as a function of 

absorber thickness d for aluminium and zinc foils of varying thicknesses. 

 

 
Figure 1 – Semi-logarithmic representation of the quotient as a function of the absorber thickness d 

 

In Figure 1, three distinct exponential decay curves are observed. Curves 1 and 2 correspond 

to aluminium (Z = 13, ρ = 2.70 g/cm³), while curve 3 corresponds to zinc (Z = 30, ρ = 7.14 g/cm³). 

As the absorber thickness increases, the relative transmitted intensity 
𝐼

𝐼0
 decreases exponentially, 

consistent with the Beer–Lambert law [5]. The attenuation is significantly stronger for zinc than for 

aluminium, confirming the well-known dependence of X-ray absorption on atomic number Z. 

Comparing curves 1 and 3 at the same primary radiation energy, zinc demonstrates a markedly 

higher absorption capacity. Additionally, comparing curves 1 and 2 for aluminium under different 

glancing angles (i.e., different radiation energies), a decrease in absorption is noted at higher photon 

energies. These observations are in agreement with theoretical predictions, where absorption is 

directly related to Z and inversely to photon energy. The complete dataset derived from these 

measurements is provided in Table 1. 

 

Table 1 – Dependence of the absorption on the wavelength 

Al (Z = 13) μ, 𝑐𝑚−1 𝑑1/2, cm 
𝜇

𝜌
, 𝑐𝑚2𝑔−1 

ρ = 2.7 g/𝑐𝑚3    

λ = 139 pm 112 6.2·10−3 41.5 

λ = 70 pm 14.1 20.4 5.2 

Zn (Z = 30)    

ρ = 7.14 g/𝑐𝑚−3    

λ = 139 pm 280 2.5·10−3 39.2 
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These results reinforce the understanding that higher-Z materials more effectively attenuate 

X-rays and that attenuation diminishes with increasing photon energy. However, as the primary 

radiation energy lies within the K-edge of zinc, the simplified Z-dependence of the mass absorption 

coefficient is not fully applicable in this region. 

Figure 2 illustrates the cubic root of the mass absorption coefficient (μ/ρ)³ as a function of the 

X-ray wavelength (λ) for aluminium and tin foils, each with a fixed thickness. 

 

 
Figure 2 – √𝜇/𝑝3

 for aluminium and tin as a function of the primary radiation energy 

 

After converting glancing angles to wavelengths using Bragg’s law [5], the experimental data 

were processed to determine √𝜇/𝑝3
 for each material. The plotted values of √𝜇/𝑝3  against λ 

demonstrate a clear linear trend for both aluminium and tin, confirming the theoretical dependence 

with a higher atomic number (Z = 50, ρ = 7.28 g/cm³), consistently exhibits greater absorption values 

compared to aluminium, as reflected by the higher position of its trend line. These linear dependencies 

validate the suitability of the Beer–Lambert model and confirm that the dominant absorption 

mechanism in this range is photoelectric in nature, where the absorption cross-section increases 

steeply with decreasing photon energy and increasing atomic number. The trends observed in both 

experiments strongly support classical X-ray absorption theory. The exponential decrease of 

transmitted intensity with thickness (Figure 1) aligns with expectations from fundamental attenuation 

laws, while the wavelength-dependence of μ/ρ (Figure 2) is consistent with the known power-law 

behavior for photoelectric absorption. The strong dependence on Z is also clearly visible when 

comparing aluminium, tin, and zinc. These findings are consistent with prior experimental studies 

[6], [7], confirming the reliability of the experimental setup and procedure. 

Minor deviations from ideal exponential behavior at certain wavelengths may be attributed to 

proximity to absorption edges or instrumental limitations, including GM tube response time or 

diaphragm alignment. For future experiments, finer step sizes near K-edges and higher-resolution 

detectors could improve precision. 

Figures 3 and 4 show the cubic root of the mass absorption coefficient √𝜇/𝑝3
 as a function of 

the X-ray wavelength 𝜆 for copper and nickel foils, respectively. 

In both graphs, a linear correlation between √𝜇/𝑝3
  and 𝜆 is evident in the region where 𝜆 ≠ 

𝜆𝐾. However, near the so-called K absorption edge (𝜆 = 𝜆𝐾), a distinct discontinuity occurs. This jump 
corresponds to the photon energy surpassing the binding energy of the K-shell electrons, enabling 

photoionization. For copper (Z = 29, 𝜌 = 8.96 g/cm³), this edge appears at 𝜆𝐾 = 138 pm, while for 

nickel (Z = 28, 𝜌 = 8.99 g/cm³), the edge is at 𝜆𝐾 = 149 pm. 
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Figure 3 – Absorption edge of Cu: 𝑈𝐴 =25 kV, 

𝜆𝐾 =138 pm 

Figure 4 – Absorption edge of Ni: 𝑈𝐴 =25 

kV, 𝜆𝐾 =149 pm 
 

Below these thresholds (𝜆 < 70 pm), both curves deviate from linearity due to increased 

intensity of the primary radiation from second-order diffraction or interference effects. According to 

the Bragg condition for cooper λK =138 pm → 𝐸𝐾 = 8.98 keV and for nickel λK =149 pm → 𝐸𝐾 = 8.32 

keV. These values confirm the accuracy of the experiment. Since 𝑍Ni < 𝑍Cu, the absorption edge for 
nickel occurs at a longer wavelength and lower energy than for copper, as expected. 

The trends in Figures 3 and 4 are consistent with classical X-ray absorption theory. A linear 

relationship between √𝜇/𝑝3
  and 𝜆 is valid outside the absorption edge, confirming the proportionality  

𝜇 /𝜌 ∝ 𝜆3. A sharp increase in absorption at 𝜆 = 𝜆𝐾 is a characteristic feature of K-edge transitions. 

The difference in 𝜆𝐾 between copper and nickel correlates with their atomic numbers, validating the 

theoretical expectation that higher-Z elements have lower 𝜆𝐾 and higher K-shell binding energies. 

These results confirm that the mass absorption coefficient is strongly dependent on both wavelength 

and atomic structure. The deviation from linearity at shorter wavelengths is attributed to higher-order 

harmonics in the bremsstrahlung spectrum, which lead to overestimated transparency of the absorber. 

 
4. Conclusions 

 

The study successfully investigated the absorption behavior of X-rays as a function of material 

thickness and wavelength for aluminium, tin, copper, and nickel foils using GM detection and 

goniometer-based measurements. An exponential decrease in transmitted intensity 
𝐼

𝐼0
 with increasing 

absorber thickness was observed, confirming the Beer–Lambert law. Zinc exhibited significantly 

higher absorption than aluminium at equal thicknesses due to its higher atomic number (Z = 30; Z = 

13). A linear relationship between √𝜇/𝑝3
 and wavelength λ was confirmed for aluminium and tin, 

supporting the empirical law μ/ρ∝λ3. Tin showed greater absorption than aluminium due to its higher 

Z (Z = 50; Z = 13). Distinct K absorption edges were identified for copper (λK =138 pm → 𝐸𝐾 = 8.98 

keV) and nickel (λK =149 pm → 𝐸𝐾 = 8.32 keV), in agreement with theoretical expectations based on 
atomic number. 

The study addressed the research objective by demonstrating the dependence of X-ray 

absorption on both absorber thickness and primary radiation wavelength, and by quantitatively 

determining the absorption edge energies. The results may be used in educational settings to 

demonstrate X-ray absorption principles or in material identification based on spectral edge analysis. 

Limitations include spectral resolution near absorption edges and second-order interferences at short 
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wavelengths. Further studies may involve higher-resolution detectors and more precise step sizes 

around λK to improve accuracy. 
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Abstract. This study investigates the influence of swift heavy ion irradiation on the pulsed cathodoluminescence 

properties of BaFBr crystals. The objective is to analyze how ion species and fluence affect exciton luminescence behavior 

under pulsed electron beam excitation. BaFBr crystals were irradiated with 147 MeV krypton and 227 MeV xenon ions 

at varying fluences, and their PCL spectra were recorded at room temperature. Time-resolved measurements revealed the 

presence of luminescence bands centered at 4.2 eV, attributed to self-trapped excitons. A comparative analysis of 

irradiated and unirradiated samples showed that ion irradiation led to notable modifications in the intensity and decay 

dynamics of the nanosecond and microsecond components of the emission. The fast component dominated at lower 

fluences, while higher fluences induced a shift toward slower decay processes, likely due to the accumulation of radiation-

induced defects. The experimental results suggest that controlled ion irradiation can be used to tailor the luminescence 

characteristics of BaFBr crystals, with implications for improving materials used in digital imaging and radiation detection 

technologies. 

Keywords: BaFBr, luminescence, pulsed cathodoluminescence, pulsed electron flow, fast heavy ions. 

 
1. Introduction 

 

Barium fluorobromide (BaFBr) is a mixed halide crystal known for its application in image 

plate technology due to its ability to store and release optical signals upon stimulation. Crystallizing 

in a tetragonal PbFCl-type structure, BaFBr is characterized by its layered nature and capacity to form 

self-trapped excitonic states upon irradiation or stimulation. Its exceptional performance as an X-ray 

storage phosphor, particularly when doped with Eu²⁺, makes it highly relevant for use in digital 

radiography and dosimetry. Understanding the luminescence behavior of this material under various 

excitation conditions is crucial for improving image quality and detection sensitivity in pulsed 

radiographic systems. 

Despite the technological importance of BaFBr-based phosphors, a comprehensive 

understanding of the luminescence mechanisms—particularly those involving self-trapped excitons 

(STEs)—remains elusive. The processes of energy storage and release involve complex electronic 

transitions and defect dynamics, especially under high-energy excitation or irradiation. Recent 

advances in radiation detection demand materials that can reliably function under extreme conditions, 

such as exposure to swift heavy ions (SHIs), yet the influence of such irradiation on the time-resolved 

luminescence characteristics of BaFBr is not fully understood. 

Several studies have attempted to elucidate the mechanisms underlying luminescence in 

BaFBr. For instance, [1] investigated phonon and electronic transport in related systems, indirectly 

contributing to the understanding of energy transfer in irradiated crystals. [2] discussed strategies for 
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controlling thermal conduction in crystalline materials, a key factor in luminescent efficiency. More 

directly relevant, [3] examined electron-phonon interactions in semiconductors, offering insights into 

scattering mechanisms that may also govern exciton behavior in BaFBr. However, these studies either 

focus on different material systems or do not explicitly address the influence of ion irradiation on the 

luminescence decay dynamics of BaFBr. 

The lack of targeted experimental data on the pulsed cathodoluminescence (PCL) behavior of 

BaFBr under high-energy ion bombardment represents a significant research gap . Previous work has 

largely overlooked how ion species, energy levels, and fluences modulate the temporal characteristics 

of excitonic emission, especially in the nanosecond to microsecond range. Moreover, the interplay 

between induced defects and exciton localization, which ultimately affects the emission decay 

kinetics, remains insufficiently characterized [4], [5], [6]. 

Based on these gaps, we hypothesize that irradiation with fast heavy ions (specifically Kr and 

Xe at energies of 147 and 227 MeV, respectively) significantly alters the PCL behavior of BaFBr 

crystals by modifying defect landscapes and affecting the balance between fast and slow excitonic 

decay components. This alteration can be quantitatively analyzed through time-resolved 

luminescence spectroscopy under pulsed electron beam excitation at room temperature. 

The goal of this study is to investigate how swift heavy ion irradiation influences the spectral 

and temporal properties of pulsed cathodoluminescence in BaFBr crystals. By comparing irradiated 

and unirradiated samples across different ion species and fluences, we aim to identify key trends in 

exciton dynamics and define the role of induced defect states. The novelty of this work lies in its 

detailed analysis of PCL decay kinetics, using nanosecond-resolution time-resolved spectroscopy to 

reveal radiation-induced changes in the excitonic landscape of BaFBr crystals—a topic with direct 

implications for the development of advanced imaging phosphors and radiation detection materials. 

In this work we present results on the exciton luminescence attenuation in barium 

fluorobromide crystals unirradiated and irradiated with 147 meV K and 227 MeV Xe ions up to 

fluences (1010-1014), (1010-1012) ion/cm2, respectively, under excitation by pulsed electron flux at 

room temperature. 

 

2. Methods 

 

BaFBr crystals were grown by the Shteber method (Vinogradov Institute of Geochemistry SB 

RAS, Irkutsk, RF), in a graphite crucible in helium-fluoride atmosphere using stoichiometric mixtures 

of BaBr2 and BaF2.  

Elemental analyses were performed by energy-dispersive X-ray spectroscopy (EDX or EDS) 

using an SEM Hitachi TM3030 (Hitachi High - Technologies Corporation, Tokyo, Japan) with a 

Bruker attachment and software quantax 70 (Bruker Nano GmbH, Berlin - Germany) EDX analysis. 

EDX is a method used to identify the composition of solid materials. This technique relies on exciting 

electrons close to the nucleus, which then causes distant electrons to lower their energy levels to fill 

the resulting holes. Each element releases a different set of X-ray frequencies when filling these holes, 

which can provide both qualitative and quantitative information about the near-surface composition 

of a sample. 
The plate-shaped samples prepared for irradiation were approximately 1 mm thick. Irradiation 

was carried out at the heavy ion gas pedal DC-60 (Astana, Kazakhstan) by high-energy krypton ions 

with energy 147 MeV up to fluences: 1010-1014 ions/cm2 and xenon ions with 227 MeV energy up to 

fluences of 1010-1012 ions/cm2 at room temperature.  

Pulsed cathodoluminescence (PCL) was excited by a pulsed electron beam by the accelerator 

GIN-600 with parameters: Е = 0.25 MeV, t1/2 = 15 ns, Рp = 40 mJ/cm2. The spectra were measured 

on an optical spectrometer consisting of MDR-3 monochromator, PEM-97 photomultiplier tube, and 

a four-channel 350 MHz oscilloscope LeCroy WR 6030A. Luminescence oscillograms were recorded 

for photons with a certain energy between 1.0 and 5.0 eV at room temperature. The oscillograms were 

then converted into luminescence kinetic curves to determine the luminescence attenuation 
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parameters and record the luminescence spectrum at a given time delay with a time resolution of 7ns 

statistical processing of data was carried out in the OriginPro program.  

 

3. Results and Discussion 

 

The spectrum of pulsed cathodoluminescence of unirradiated and irradiated crystals consists 

of a band with a maximum in the region of 4.2 eV, which, according to [7], corresponds to the 

luminescence of an self -trapped exciton (STE) of bromine. In [8], the authors hypothesized that the 

STE in BaFBr crystals has a two-center type structure consisting of an electron and a self-trapped 

hole Vk(𝐵𝑟2
−).  

In each of the studied samples irradiated with krypton ions, a gradual decrease in intensity and 

a change in the shape of the luminescence curve in the ultraviolet region of the spectrum can be traced. 

According to the graphs shown in Figures 1 and 2, the dependence of the band intensity (PCL) 4.2 

eV, on the fluence at irradiation with fast heavy ions 84Kr and 130Xe can be traced. The nanosecond 

component of the pulsed cathodoluminescence spectra flares up to fluence 1x1012 ions/cm2 followed 

by slow decay up to fluence 1x1014 ions/cm2, the microsecond component is not subject to noticeable 

intensity changes depending on the absorbed irradiation dose. 

 

  
a) Unirradiated sample b) fluence 1x1010 ions/cm2 

  
c) fluence 1x1011 ions/cm2 d) fluence 1x1012 ions/cm2 
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e) fluence 1x1013 ions/cm2 f) fluence 1x1014 ions/cm2 

Figure 1 – Spectra of microsecond (blue curve) and nanosecond (red curve) attenuation 

components of pulsed cathodoluminescence of BaFBr crystals irradiated with 84Kr ions, E=147 

MeV to fluences of 1x1010 - 1x1014 ions/cm2 at room temperature 

 

A distinctive characteristic of the 4.2 eV luminescence band is its good intensity at 

temperatures much higher than 77K. The data obtained by measuring pulsed cathodoluminescence at 

room temperature clearly demonstrate this (Figure 1a). According to [9], this band may originate 

from perturbed STE near point defects or impurity ions and arise according to the scheme 

“F+Vk(𝐵𝑟2
−)” with the neighboring impurity ion О2-.  

 

 
Figure 2 – EDX analyses for BaFBr 

It should be noted that the BaFBr crystal contains some amount of oxygen О2- on the crystal 

surface, this is evident from the data carried out by elemental dispersion analysis on the composition 

(Figure 2). 
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a) fluence 1x1010 ions/cm2 b) fluence 1x1011 ions/cm2 

 
c) fluence 1x1012 ions/cm2 

Figure 3 – Spectra of microsecond (blue curve) and nanosecond (red curve) decay components of 

pulse cathodoluminescence attenuation of BaFBr crystals irradiated with 130Xe ions, E=227 MeV 

to fluences of 1x1010 - 1x1012 ions/cm2 of unalloyed BaFBr crystal, at room temperature 

 

In BaFBr crystals irradiated with xenon ions, the glow of autolocalized bromine excitons and 

the flaring of the nanosecond component are also observed. It is noteworthy that at high fluences of 

1x1013-2x1013 ion/cm2 the crystal began to peel and collapse, most likely this is due to track overlap 

[10]. The attenuation curves of the studied samples are shown in Figure 4a – i.  

 

  
a) unirradiated sample b) fluence 1x1010 ions/cm2 irradiated with 84Kr  
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c) fluence 1x1011 ions/cm2 irradiated with 84Kr  d) fluence 1x1012 ions/cm2 irradiated with 84Kr  

  
e) fluence 1x1013 ions/cm2 irradiated with 84Kr  f) fluence 1x1014 ions/cm2 irradiated with 84Kr  

  
g) fluence 1x1010 ions/cm2 irradiated with 130Xe  h) fluence 1x1011 ions/cm2 irradiated with 130Xe  
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i) fluence 1x1012 ions/cm2 irradiated with 130Xe  

Figure 4 – Kinetics of luminescence attenuation in 4.2 eV and 3.93 eV bands during pulsed 

electronic beam excitation of BaFBr crystal samples irradiated with 84Kr ions with energy E=147 

MeV, 130Xe with energy E=227 MeV to fluences 1x1010 - 1x1012 ion/cm2 of unalloyed BaFBr 

crystal, at room temperature 

 

The band attenuation kinetics at 4.2 eV for BaFBr crystals unirradiated and irradiated by fast heavy 

ions with different energies is described by a set of two exponentials at T=296 K with different values 

of the characteristic attenuation time, recorded in the table below. 

 

Table 1 – Parameters of PCL on ion type and fluence 

Ion 
 (Ф), 

ion/cm2 

 (λ), 

nm 

 (τ), max  (A) S= τ x A 
𝑆1/𝑆2 (%) 

𝜏1 𝜏2 𝐴1 𝐴2 𝑆1 𝑆2 

- 0 295 0.057 0.541 2.841 0.116 161.937 0.062756 
99.96/0.04 

84Kr 

1х1010 295 0.057 0.571 4,853 0,146 276.621 0.083366 
99.96/0.04 

1х1011 295 0.062 0.721 0.817 0.108 0.05065 0.077868 
39.42/60.58 

1х1012 295 0.0478 0.266 0.274 0.065 0.01309 0.01729 
43.11/56.89 

1х1013 290 0.392 1.985 4.093 2.551 1.60446 5063.735 
0.04/ 99.96 

1х1014 310 0.059 0.467 0.454 0.125 0.02678 0.058375 
31.45/68.55 

130Xe 

1х1010 295 0.051 0.498 1.656 0.114 0.08446 0.056772 
59.81/40.19 

1х1011 315 0.062 0.650 5.172 0.144 0.32066 0.0936 
77.41/22.59 

1х1012 295 0.054 0.555 2.135 0.103 0.11529 0.057165 
66.85/33.15 

 

The data presented in Table 1 show that the initial amplitude of the PCL attenuation kinetics 

is significantly larger for the fast component in the nanosecond range, regardless of the fluence in 

BaFBr crystals irradiated with krypton ions. In samples irradiated with 130Xe up to fluences 1011-

1012 ions/cm2 there is an increase in the amplitude of the slow component. The fast component of 

the unirradiated sample gives a significant contribution to the percentage of the light-sum of the 

luminescence kinetics, starting from fluence1011 ion/cm2 at irradiation with 84Kr ions there is a shift 

towards the slow component. When irradiated with xenon ions, the fast component contributes to the 

light sum percentage.  
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4. Conclusions 

 

PCL measurements of BaFBr crystals at room temperature revealed a dominant luminescence 

band at 4.2 eV, attributed to self-trapped excitons of bromine. 

Irradiation with swift heavy ions (147 MeV Kr and 227 MeV Xe) at fluences ranging from 

1×10¹⁰ to 1×10¹⁴ ions/cm² led to significant changes in luminescence intensity and decay kinetics. 

At low fluences (≤1×10¹¹ ions/cm²), the fast nanosecond component dominated the emission 

with a light-sum contribution of up to 99.96%, while at higher fluences (≥1×10¹³ ions/cm²), the slow 

microsecond component became more prominent, contributing up to 99.96% of the emission in some 

samples. 

The shift in decay dynamics reflects increased defect formation and track overlap effects at 

higher ion fluences, which alter the excitonic recombination processes. 

The study successfully addressed the research problem by demonstrating how ion irradiation 

affects both spectral and temporal PCL characteristics in BaFBr, revealing patterns of transition 

between fast and slow components based on irradiation dose. 

These findings can be applied to optimize the performance of image plate phosphors and 

radiation detectors by tailoring the excitonic response through controlled ion modification. 

The study was limited to room temperature measurements and selected ion species; future 

research could explore temperature-dependent behavior, other dopants, and extended dose ranges to 

further refine material performance. 
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